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EXECUTIVE SUMMARY

I. Summary of Accomplishments of the Feasibility Study

Two principle aims were set forth for the completion study--(i) assess
the feasibility of the development of an integrated methodology for the
overall risk assessment and management of weapons system acquisition, and
(ii) assess the feasibility of translating the integrated methodology into
a working tool in the form of a prototype decision support system (DSS).

To provide the mnecessary inputs for the project, we studied and
identified specific risk management issues and concerns associated with the
weapons system acquisition process, focusing on:

* the institutional aspect--the decision-making structure associated

with weapons system acquisition as well as the management instruments

that are at the disposal of the program office.

* past decision experience--particularly the 1issues, concerns,
criteria, and premises that were used during the project planning
and selection state for certain selected weapons-system acquisi-
tion projects of the past and (based on past experience)the poten-
tial impacts that changes in the basic premises, decision environ-
ment and/or decision approaches may have on current and future
decisions.

* present and future decisions that the USAF and the program
office must make, and the interaction among decisions--past,
present, and future.

* information needed to make decisions and how, 1in general, that
information may be obtained.

* current risk management issues, concerns, and premises.

wd potential areas susceptible to random changes and uncertainties.
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From

the above, we were able to determine and accomplish the

following:

*

The major elements of risk in the various phases and oganizational
levels of the WSA can be considered in terms of two classes--
internal program uncertainty and external program uncertainty.
The former is due mainly to lack of information while the latter
can be considered as random uncertainty that is beyond any control
from within.

Risk of cﬁst overrun, risk of schedule slippage and risk of not
meeting quality requirements are the major risk issues in the
internal program class, while risk of budget cut, risk of
resource scarcity, and risk of priority change are of major
concern in the external program class. All these risks are to be
monitored and controlled. Because of the multiplicity of risk
monitoring and control objectives in each class, a methodological
framework with multiobjective analysis capability was deemed a
logical choice.

To cope with the inherent complexity and multitude of
uncertainties 1in the WSA process, there is clearly a need for an
integrated and comprehensive decision aid that weaves together a
number of carefully selected risk analysis tools and
methodologies. For this purpose, several existing risk assessment
and management methods were evaluated, out of which a
potentially useful subset was chosen. The subset includes network
modeling and analysis, particularly PERT, VERT, and GERT, the
partitioned multiobjective risk method (PMRM), the surrogate worth
trade-off (SWT) method, Bayesian decision analysis, and several

other risk quantification and evaluation approaches. A



hierarchical, multiobjective risk assessment and management
framework built upon the recommended tools was then proposed for
the WSA process.

* To translate the integrated framework into a working tool, we
proposed the wuse and development of a decision support system
(DSS). A DSS offers a great opportunities for packaging or
modularity, allowing various components (modules) to be added,
removed, or set aside as the needs arise.

* To test the feasibility and effectiveness of the developed
hierarchical multiobjective framework, a specific risk management
problem (adopted from one used by the Defense Systems Management
College at Fort Belvoir, Virginia), was solved. A prototype DSS
was developed and used to demonstrate the proposed concepts.

II. General Recommendations

By its nature, a feasibility study addresses a broad range of issues
and it must do this mostly in generalities, necessarily avoiding the
specifics. In the completed study, we have identified desirable features,
components, and characteristics of the comprehensive WSA risk assessment
and management system, indicated how these elements should be packaged into
one feasible yet powerful unit, and developed a prototype DSS to
demonstrate the concepts. With the wultimate aim of developing a
comprehensive risk assessment and management DSS for the entire weapons
system acquisition process, the results from the feasibility study must be
further crystallized and consolidated as well as extended to include all
areas of risk and all phases of the process.

Future work should thus follow a two-pronged strategy, one involving

crystallization and consolidation and the other is more toward extension.’



The first of these is centered around a packaging concept of consolidating
existing tools and methodologies into a working DSS that is powerful and
versatile enough to deal with most WSA risk issues and challenges (of any
scope and level of complexity) and yet is easy and flexible enough to use.
The second represents an extension effort and is directed more toward
methodological improvements. These include 1i) refining existing risk
quantification and evaluation tools and/or developing new ones to better
cater to the specific needs of the WSA process, and ii) developing or
refining coordination strategies for coordinating risk assessment and
management activities at the various levels of the USAF organization.
Typical tasks for the first type of study should include the following:
A) Expand the presently developed prototype DSS to allow the project
manager (PM) to consider more general aspects and attributes in
his decision process.

B) Develop modules at the directorate level that respond to the

specific needs that the directorates have throughout the program's

life cycle.
Typical tasks for the second type of study are:

c) Explore the concept of hierarchical network and decision tree
models (as illustrated in Figure I.1) and develop methodological
procedures for them.

D) Develop a coordination scheme between the PM and the directorates
that will facilitate 1information flow through the use of
hierarchical network and decision tree models.

III. Proposed Future Study

Based on the general recommendation set forth in the previous section,
we propose to follow-up the completed feasibility study on risk management

for weapons system acquisition with a two-phase study. Although both
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phases build on results derived from the feasibility study, there are
distinctive attributes associated with each phase as well as a temporal
logic in the sequence.

The first phase, based on Recommendation A, aims principally at
completing the development of a relatively general but usable risk
assessment and management methodology from the program manager's
perspectives, building upon the existing prototype DSS model. The emphasis
here is placed upon risk quantification and evaluation

The second phase is to carry out the remaining recommendations 1) by
at both developing a comprehensive risk assessment and management DSS for a
selected program office and 2) by extending, refining, and strengthening a
hierarchical-multiobjective framework and methodology for the overall WSA
risk assessment and management process.

In the terminology of the WSA process, Wwe may view the just-completed
feasibility study as a conceptual exploration, the proposed Phase I study
as a demonstration and validation, and the proposed Phase I1 study as a
full-scale development.

Iv. Phase I §£Egz--Risk Management for Weapons System Acquisition:
A Project Manager's Perspectives

The overall objective of Phase I is to develop a usable risk
management methodology for weapons system acquisition at the program
manager level that is comprehensive in nature and that makes explicit |use
of advanced state-of-the-art tools developed in such fields as risk
assessment and management, decision analysis, multiple-criteria decision
making, etc. More specifically, the tasks in this study will include the
following:

a) Replace the present use of PERT for project scheduling with VERT,
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thus allowing the use of probability distribution functions

within the scheduling process. Other network models will also be

explored.

b) Quantify the objectives indentified in the feasibility study:

risk of cost overrun

risk of schedule slippage

risk of not meeting quality requirements
risk of budget cost

risk of resource scarcity

risk of priority change

Note that only the first two objectives were quantified during the

feasibility study, and mostly in a superficial way (in order to test the

overall methodology).

c)

d)

e)

Apply the partitioned multiobjective risk method (PMRM) . This
would require the quantification of the appropriate probability
distribution functions and the part-timing of the frequency
domain.

Apply the surrogate worth trade-off (SWT) method for the overall
multiobjective risk-based decision-making problem. This would
enable the project manager to quantitatively evaluate the various
trade-offs associated with the various non-commensurate
objectives.

Demonstrate the working mechanism and potential usefulness of the
developed methodology using the modified and upgraded prototype

DSS.

And, in anticipation of and preparation for the Phase II study, we

shall

also identify an interested and willing project manager within

Wright-Patterson Air Force Base for whom a specific decision support system
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will be developed in Phase II.

V. Phase II Study--Risk Management for Weapons System Acquisition:

A Comprehensive Hierarchical-Multiobjective Framework

Phase II is coﬁprised of two components:

(1) development of a DSS for a specific project manager (in
charge of weapons systems acquisition).

(2) development of a more comprehensive risk-based hierarchical
multiobjective framework for weapons system acquisition that
builds on the results from the already completed feasibility
study and from Phase I

The anticipated tasks in this phase can be found in Recommendations
B, C, and D, Section I[.2. The following are some of our general thoughts
on those tasks.

The development of specific modules for each directorate should
parallel the development of the PM's DSS. Once a complete version of the
prototype has been developed for the PM, it can be modified to respond to
the more detailed needs at the directorate level. Specifically, the
network or decision-tree model will be altered to focus on the subtasks
associated with each directorate. (For example, the manufacturing
management directorate's objective is to assure that a system can be
produced in the most cost-effective manner. This involves producibility
studies, design reviews, quantification of production risk, and production
plans. The development of a specific DSS with modules aimed at these
duties will improve the directorate's performance.) Some of the specific
tools and extensions that will be useful at this level include:

s extension of the work breakdown structure and method of moments

w subjective probability assessments




* cost-estimation techniques

* cross-impact analysis

* probability-, decision-, fault-, and even;-tree analysis
* reliability analysis

* network analysis

The coordination scheme, which will reside in the data-base management
system of the DSS, is envisioned as some form of hierarchical networking
scheme that uses hierarchical decision trees and possibly hierarchical

work-breakdown structures (See Figure I.1).

Finally, the development of the coordination scheme will allow the
program office to take full advantage of the micro-based DSS's. By
incorporating existing methodologies and tools from hierarchical
multiobjective coordination, we will be able to link the PM with his
directorates. This will provide the PM with the specific information he
needs from his directorates when he needs it. It also provides the PM with
an insight into the effects of his decisions on each of his directorates.
As for the directorates, they will be given a better understanding of their
goals as they relate to the overall goals of the program. The coordination
scheme will ensure that each directorate understands what the others are
doing so that they can work together toward the same goal. It will help
the directorates to understand the actions of the PM and also help them to

support him.

xi




11X

Activity A

Activity B

Activity C

Activity D

Activity E

Activity F

Activity G

Activities for Directorate F

Figure 1.1. "Hierarchical Networking"

Program Manager Level

Directorate Level



1. Risk and Uncertainty in the Weapon Acquisition Process--A Unified

Framework
1.0. INTRODUCTION

How to deal with the risks and uncertainties associated with the
development of new technologies is one of the most complex and perplexing
problems that a program manager must deal with during the weapon systém
development and procurement process. New technology can range from minor
modifications of existing systems to radical, far-reaching innovations, and
may result in a new product, a new process, Or a combination of both. Yet
program managers for the development of new technologies must be able to
make decisions concerning schedules, budget targets, performance
requirements, and other aspects of the program, under a very uncertain
future.

Because of the inherent uncertainties associated with developing and/
or modifying technologies, significant risks are involved with any program.
Such risks include time delays, cost overruns, failure to meet performance
requirements and, in general, the success or failure of the program. It is
for this reason that the Department of Defense and Air Force acquisition
managgment directives require that risks be continually addressed
throughout the development of major weapon systems.

Currently, no standardized procedures are in place to help program
managers account for these risks. Because the failure of a major weapons
system is both costly and harmful to national security, the need for a
sound and well-grounded risk assessment and management methodology must be
emphasized. It is to this issue that we are addressing ourselves.

The principal aim of the study is to assess the feasibility of (i) the

development of an integrated methodology for the overall risk assessment
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and management of weapons systems acquisition (WSA), and (ii) the
translation of the integrated methodology into a working tool in the form
of a comprehensive decision support system (DSS). This report summarizes
our main findings and presents a plan for future works. Section 1
identifies the elements of risks and uncertainties associated with weapons

system acquisition based on our view of the acquisition process summarized

in Appendix B. We focus our attention to the program office and, in
particular, the program manager and the elements of risk and wuncertainty
that he must face. We also present a general framework which can summarize

the major elements of the decision-making- process throughout a program's
activities in the directorates of the program office. The risk assessment
and management decision aid, which is based on the developed framework is
an 1integration of tools and concepts, including decision analysis,
hierarchical and and multiébjective decision making, network analysis and a
number of risk assessment and management methodologies. Future work can be
directed at completing the details of this framework as a unified decision
aid for use by any program office and its various divisions to wuse in
evaluating and managing the major areas of risk during the entire
acquisition process.

A large body of knowledge concerning risk identification and
management is available. A review of this knowledge is found in Section 2
and Appendix B, where we also summarize and compare a number of currently
available methods and indicate some of their shortcomings as well as
provide some suggestions for combining and improving them.

In Section 3, we discuss the useof a decision support system (DSS) for
risk management during the entire weapon acquisiton process. We
particularly focus on the production and deployment stage and discuss

several selected tools and concepts which we combined into a wunified
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package as a prototype DSS. In order to demonstrate the capabilities of our
prototype DSS and provide a sampling of its outputs, we obtained (adapted
from Ingalls, 1984a) a sample problem relating to the production and
deployment phase of a project and applied the DSS to this problem. A
detailed description of the problem and a summary of the results are also
found in Section 4.

It is worth keeping in mind that the present project was a feasibility
study and consequently the developed prototype DSS 1is limited in both its
scope and use. The DSS is intended to demonstrate the fundamental
strengths and capabilities of the developed framework. We are hopeful that
it provides the foundations upon which a more representative and useable
DSS can be developed in the future.

The success or failure of any program can be based on many different
factors. The entire weapon acquisition process is tedious and complicated,
consisting of interlocking decisions, many simultaneous activities and
various planned and unplanned events. Typical decisions in the process
involve make-or-buy options, quantity, quality and timing of products to be
acquired, selection of contractor, and management, control and coordination
of system development. Within each of these decisions lies an element of
risk and uncertainty. There is a need to account for these elements of
risk and uncertainty in a satisfactory way to -ensure successful
implementation of a procurement program.

In this section we identify the major areas in the weapons system
acquisition process as faced by the program office, where the assessment
and management of risk are essential. This is based on our view of the
process summarized in Appendix A. We attempt to identify and classify the

specific needs and requirements of these major areas as a means of
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describing a unified framework that can be used to evaluate and manage the
major areas of risk throughout the acquisitions process by each component
of the program office. The remainder of this section focuses on the risk
activities of the directorates in the program office. We outline this
phase in greater depth, to set the stage for the following chapters where a
prototype decision support system is developed.

1.1 Uncertainties in the Acquisition Process

Careful examination of the acquisition process (See Appendix A)
reveals that the program office must continually identify, evaluate, and
manage the risks and uncertainties during the entire life of the program.
Figure 1.1 provides a simplified view of the acquisition process and
indicates the specific times when risk assessment and management are
necessary.

The uncertainties found in the weapon system acquisition process can
be categorized in a number of different ways. One useful classification
divides uncertainty into four groups: target, technical, internal program
and process uncertainties (Lemnox, 1973). A summary of this classification
scheme is given in Table 1.1.

Target wuncertainties correspond to the uncertainties which are
generated in the process of reducing a need or military requirement into
cost, schedule and performance goals. They relate back to the perception
of enemy threat and the resulting needs because as the perception of the
threat changes, the needs and goals will also change. Some specific areas
of uncertainty which occur as a result of target uncertainty include
uncertainty in the specification of the need, uncertainty in the
specification of desired operational capabilities, uncertainty in the
process of generating the requirements of the system and uncertainty in the

physical characteristics that the system must possess to satisfy the needs.
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Internal program uncertainties involve those which originate within
the program as a result of the manner in which the program is organized,
planned and managed. They are not the inherent uncertainties of the
problem itself but are those uncertainties which are under the direct
jurisdiction of the program office. Examples of some internal program
uncertainties include the uncertainties involved in setting technical, cost
and schedule targets, the uncertainty involved in selecting the appropriate
acquisition strategy (e.g., how much prototyping is necessary, how much
testing 1is required, etc.) and uncertainty in program management which can
occur as a result of an improper balance between cost, schedule and
performance.

Process uncertainties are those which originate outside the program,
but directly affect the program's outcome. These uncertainties are under
the jurisdiction of officials and agencies outside the program office such
as the President, HQ USAF, industrial suppliers, etc. Some examples of
process uncertainties include uncertainty in the availability of funds,
uncertainty 1in the availability of resources and uncertainty 1in the
priority assigned to the program. The deterministic values assigned to
these uncertain entities often form the constraints under which the program
office must work. The PO must be able to choose a flexible program which
is relatively constant under changes in these uncertain elements and must
be ready to make adjustments as necessary.

The last major type of uncertainty in this classification deals with
the question of whether it is possible to develop the desired system at all
(e.g., technical uncertainty). It is the smallest if the system is within
the state-of-the-art. If the system deals with new technologies that have

yet to be developed, technical uncertainty can be very large in the early
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phases of the acquisition process and will hopefully decrease as the
program advances. The assessment of techmical uncertainty can have a
critical impact on the program outcome. If the assessment 1is too
optimistic, then the program will be underbudgeted and the targets set by
the PO will undoubtably be exceeded. These problems could ultimately lead
to program failure. An unduly pessimistic outlook can be equally damaging.
Such a program may never get budgeted in the first place.
From an examination of Table 1.1, the basis of several other
classification schemes can be proposed:
(i) the causes of uncertainty
(ii) whether the uncertainty is caused by the decisions of people
outside the PO or not
(iii) whether the uncertainty comes from a lack of information or some
other uncontrollable factors.
(iv) which phase of the acquisition process the uncertainty is found.
All of the various schemes for classifying uncertainty can be useful
in breaking the problem into its component parts and in helping to
distinguish between the causes and the effects. The causes of uncertainty
should be carefully identified, because our developed risk assessment and
management framework is directed at quantifying the iﬁpact of these
uncertainties on the system cost, schedule and performance throughout the
weapon acquisition process. The likelihood and impact of cost overruns,
schedule slippages, undesired system quality or performance, budget cuts,
resource scarcity and program priority changes (i.e., the "risks") each
have a direct influence on the program outcome (see Figure 1.2). Their
identification and management throughout the acquisition process is what
the following framework is all about.

1.2. Specific Risk Assessment and Management Needs in WSA: A Framework
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Since our ultimate aim is to develop a comprehensive risk assessment
and management aid for WSA, in this subsection we examine further the
specific needs to which such an aid must respond. Based on these
requirements and specifications, a master plan or framework for developing
a WSA assessment and management system will be subsequently outlined in
Section 3.

The type and complexity of risk assessment tools required during the
weapons system acquisition process are dependent upon the phases of the
program. Uncertainty is a time-related concept. The amount and accuracy
of information increases as the program moves through its phases.
Normally, this additional data reduces many of the uncertainties in the
program. Ié proper trade-offs and decisions are made during the course of
the program, then the risk of program failure should have near-zero
probability by the time it reaches the production and deployment phase. If
as the proéram progresses the risks cannot be reduced, then the program
either defies successful deployment or 1is so prone to unforeseen
difficulties that its successful completion is impossible. Thus, it can be
seen that the level of program risk is a function of both the wuncertainty
in the program and the decisions that were made during the course of the
program. This means that risk assessment and management procedures must be
tailored to the quality and quantity of information present and the types
of decisions which must be made during each of the phases.

The required risk assessment and management procedures also depend on
the focus of authority. The acquisition process is composed of several
hierarchies of decision making (See Figure 1.3). 1In this hierarchical view
of the acquisition process, HQ USAF and higher authorities must make

decisions about the fate of each of the different Air Force defense
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acquisition programs. The program managers must report to HQ USAF and make
operating and planning decisions related to their individual programs. The
functional specialists, which represent each of the directorates or
divisions within the program office (e.g., systems engineering, program
contol, test and evaluation, etc.) report to their program manager and make
operating and planning decisions related to their individual specialities.

A good risk assessment and management framework should (i) handle the
changing 'risky" decisions throughout the acquisition life cycle for the
different levels of decision making, (ii) help coordinate the flow of
available information between the various hierarchies and subsystems, and
(iii) be tailored to the "types" of risk decision needs and quantity and
quality of information present in each phase and hierarchy of the
acquisition process. Table 1.2 indicates some of the typical types of
decisions which must be made by each of the levels of authority during the
course of a program. For example, during Phase I (i.e., concept
exploration), the main objectives for the program office (the PM and
functional specialists) are to see whether any of the proposed concepts are
feasible and to see whether they satisfy the cost, schedule, logistic
supportability, and performance requirements levied by the Department of
Defense. In Phase II, the program office must help select the contractor,
decide on the criteria by which each proposal will be evaluated, and
whether additional iformation (e.g., prototyping) is necessary. During
Phases IIT and IV, the P.0. must direct the development, production, and
deployment of the weapon system, help institute technical changes, and
manage the acquisition of follow-on quantities.

The types of decisions made by HQ USAF (and higher authorities) varies
very little during the different phases. They normally consist of defining

and reevaluating the system needs and requirements, setting budgets,
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schedules, and performance targets, assigning priority levels, and deciding
whether each program should proceed to its next phase.

Risks must be recognized, quantified, evaluated, and managed during
every phase and in every level of the acquisition process in order to make
better -informed decisions. Because we wish to provide a useful tool for
risk assessment and management within an acquisition program, the focus of
our risk assessment and management framework (and the resulting decision
support system) is on the program office (i.e., the program manager and his
functional specialists and/or directorates). The decisions made by HQ USAF
and higher authorities are viewed as uncertain inputs into the PM's
decision (See Figure 1.4.).

In order to tailor the risk assessment and management framework to the
needs of each of the directorates and the program manager, we looked at the
types of risk-related activities which are performed by each of the
directorates (See Table 1.3 for a summary of these activities throughout
the acquisition process). The following is a short discussion of each of
the directorates' typical activities:

program control--involved with planning, scheduling, estimating

budgeting, analyzing, and forecasting program progress.
Identifies critical events, identifies and tracks 'program'" risks
(e.g., cost, schedule, and technical performance), proposes
alternative solutions to identified or potential problems, and
conducts ''What if?" exercises.

contracting directorate--sets award amounts, delivery schedules,

contract terms (i.e., contract evaluation factors), and payment
arrangements based on technical and program risk considerations.

integrated logistics support--involved in logistics planning.
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Makes sure that support considerations (e.g., reliability,
maintenance, operation, training, etc.) are included in the
requirements and design. Defines and plans for support
requirements that are optimally related to design and acquires
support during the operational phase at minimal cost.
Identifies, tracks and proposes solutions to "logistic" problems
(risks).

manufacturing management--involved in production planning. Makes

sure production feasibility is analyzed, areas of '"production"
risks (e.g., in the fabrication, assembly, installation,
checkout, manufacturing method, etc.) are identified, and
proposes plans for potential and/or observed production problems.

engineering management--involved in defining system performance para-

meters and configuration, planning and control of technical

tasks, integrating reliability, maintainability, and safety, and

optimizing technical performance with cost, schedule, and
logistic supportability to meet program objectives. Heavily
involved 1in identifying, tracking, and planning for technical
risks.

test and evaluation--involved in the evaluation of the program's tech-
nical and operational feasibility. In particular, its objectives
are to assess system specifications, assess program risks/trade-
offs, assess logistic supportability and survivability, verify
technical order completeness, gather training program and
environmental impact data, and determine system performance
limitations.

configuration management--oversees system functional requirements

from '"design to" specifications to "build to" specifications for



the subsystems. In particular, they define and verify the
configuration of items, control changes in these items, monitor
their implementation, and track the configuration of units.

computer resources management--oversees the development and opera-

tion of the computer subsystem of a weapon system. Designs,
codes, checks, tests, 1installs, operates, and supports the
computer function. Identifies 'computer risks" and proposes
plans for potential and observed problems.

The risk activities identified in Table 1.3 provide some general
guidelines for choosing the appropriate tools to be included in risk
assessment and management decisions aids for each of the directorates.
Understanding the flow of risk information between the program office and
its directdrates (which can be summarized in diagrams such as Figure 1.5)
in each phase of the acquisition process helps to identify information
requirements and provides the guidelines for coordinating risk information
flow. These tables and figures (along with an wunderstanding of the
quantity and quality of the risk information) form the framework upon which

a risk assessment and management decision aid can be designed.



TYPES OF
UNCERTAINTY

AREAS OF
UNCERTAINTY

CAUSED BY

FOUND IN
WIHICIT PHHASES

DECISIONS MADE
BY
PROGRAM OFFICE

DECISIONS MADE
OUTSIDE
PROGRAM OFFICE

MISSPECIFICATIONS CAN LEAD TO

COST OVERRUNS, SCIIEDULE SLIPPAGES,

UNDESIRED QUALITY AND ULTIMATE
PROGRAM CANCELLATION

Target

Uncertainty

In the nature of the
need and/or desired
operational capa-
bilities

Introduced through
the process of gen-
erating requirements
for the system

tn the physical
characteristics
that the system
must possess to
satis{y the needs

_political situation
. national policy gouls
. natire and extent of

enemy threat

. intelligence infor-

mation

. ill-defined concept

formulation strategy

. ill-defined need
. lack of technical data

inaccurate information

: political situation

0*1,2,3,4

0%1,2,3,4

No

Yes

Yes

Yes

Yes

Y~s

Yzs

Technical
Uncertainty

Technical Uncer-
tainty (Is i possible
to build at all?)

No historical data
for new technology

0123

Yes

Yos

Internal
Program

Uncertainty

Uncertainty in
initial process and
technical and target
estimates

Uncertainty in
selection and acqui-
sition strategy (e.g.
prototyping vs. no
prototyping, etc.)

Uncertainty in
program manage-
ment

No historical data
for new technology
lack of technical
information

lack of technical
information

improper balance
between cost, schedule,
and performance

3, 4*

OF 1% 2% 3% 4%

Yes

Yes

Yes

No

Yes

External
Process

Uncertainty

Uncertainty in
funding

Uncertainty in
resource availa-
bility (besides
funding)

Uncertainty in
program priority

other needs (programs)
mission uncertainty
Presidents budget
political considerations
DOD policies

other programs
scarce resources

other programs

DOD policies

mission uncertainty
political and congres-
sional considerations

3, 4%

0% 1%+ 2% 3% 4%

No

Yes

Yes

Yes

Yes

¢1-1

Table 1.1.

* phases in which greatest uncertainty is most often found

Cfitegories of Uncertainty in the Acquisition Process summarized from
discussion of uncertainty in Lenox, Hamilton T. 1973.
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Table 1.3. Typieal Risk Related Activitias for the Program Manager and his Direetorates
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Technical
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Internal Program
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Figure 1.2.
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e
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Risk of priority change
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Target

Uncertainty

= Risk of
Program

Failure

External Process

Uncertainty

Relationship between uncertainties, risks and program failure in
weapon system acquisition process.
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HQUSAF Department of Defense
and DOD, SEC DEF, etc.
higher
authorities
Program Prog\ Program Air Force
Manager [~ . .. ... .......... Manager Manager Defense
) - LMoL B e SRS e a0 - Acquisition
(PM1) (PMi) {(PMn) Programs
Functional
Specialists
ESi~ | 4......... =88 .. A%_ _. FS; . FSm elements
................. directorates
divisions

for example:

1) systems engineering

2) configuration management

3) program control

4) management support

5) contracting

6) manufacturing management
7) test and evaluation

8) integrated logistics support

Figure 1.3. Levels of authority in the weapon system acquisition process.
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Figure 1.4.
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Focus of risk assessment and management framework
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2. Risk Assessment and Management Methodology

The previous section focuses on the specific needs and requirements of
the WSA risk assessment and management problem. In this section, we
discuss what tools are available or need to be developed to respond to such
needs. In particular, we describe a general risk assessment and management
philosophy, summarize some selected risk analysis tools, and propose a
methodological framework for integrating various tools and concepts that
reflect our vision of the ultimate decision support system. We shall be
brief in this section. Appendix B provides a more detailed discussion and
review of risk assessment and management methods.

2.1. Risk Assessment and Management Process

Risk is the possibility of suffering harm, 1loss, danger, failure, or
some kind of adverse effects as a result of taking an action or a sequence
of actions. There are thus two basic elements associated with risk: the
magnitude and the likelihood of harm or adverse effects. To describe a

risky situation, we must therefore adequately describe these two basic

elements. Risk is clearly induced by some uncertainties and these may be
of different types. Some uncertainties are caused by natural random or
uncontrollable forces from outside the system or context, and these are

naturally uncontrollable by any means generated within the system.
Precipitation, wind, and earthquakes are but a few examples of such forces.
In the WSA process as viewed from the program office's perspectives,
decisions and/or directives from the command level or higher may also be
viewed as uncontrollable factors (uncontrollable from within the program
office) and can be a major source of uncertainty to the program manager's
domain of operation. Another type of uncertainty arises from lack of

information and may have nothing to do with any natural random factors. A
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tank commander in a battlefield may wish to know the enemy strength in
order to develop an appropriate attack strategy. Although there is nothing
naturally random about the enemy strength, any estimate he uses--which will
only be as good as the quantity and quality of intelligence information he
has on hand--will usually be a source of uncertainty, and hence of risk.
Between the two extremes are uncertainties that are caused by both
mechanisms.

To perform the complete process of risk assessment for a particular
problem, the following tasks need to be carried out (see, for example, Rowe
[1981]):

1)Risk identification, which involves identification of the

nature, types, and sources of risks and uncertainties. In general,
the major types of risks are financial, health-related, environmental,
and technical (e.g., performance and supportability). The end
products of this task are a complete description of risky events and
elements of major concern along with their causative factors and

mechanism.

2)Risk quantification, which entails formulating appropriate measures

of risk and estimating the likelihood (probability) of occurrence of
all consequences associated with risky events as well as the magnitude
of such consequences.

3)Risk evaluation, which includes selection of an evaluation procedure

(e.g., optimizing expected value, trade-off analysis) and analysis of
various possible impacts of risky events.

4)Risk acceptance and aversion, which requires decision making

regarding both an acceptable level of risk, and 1its equitable
distribution. This phase of risk assessment also 1involves the

development of risk control (i.e., measures to reduce or prevent
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risk).

5)Risk management, which involves the formulation of policies, the

development of risk contol optioms (i.e., methods to reduce or prevent
risk), and execution of such policy optionms.

2.2. What are Available

There are a number of tools which have been developed to perform one
or more tasks in the overall risk assessment and management process. These
tools are 1indeed diverse in nature, emphasis, purpose, and degree of
comprehensiveness and sophistication. Appendix B reviews a large
collection of these tools based on several criteria. It is evident from
the review that no single tool can adequately support all tasks that need
to be done in the overall process of risk assessment and management. Nor
can any one method claim to be a general purpose procedure that can deal
with all types of risk (financial, health, envirommental and technical) and
in all types of risky situatioms. For example, work breakdown structure
(WBS) should be a very useful device for identifying risky elements
associated with costs. By itself however, it is not set up for risk
evaluation purposes. Cost-benefit analysis, on the other hand, 1is an
evaluation tool wused to appraise various alternatives based on monetary
measures. It is not suitable for risk identification purposes. As another
example, consider the well-known multiattribute utility theory approach.
Such a method may be an appropriate risk evaluation tool for a class of
problems with moderate-to-high frequency of risk and moderate-to-low
damage. However, they may fail to capture the possible devastating effects
of the 10w-freduency, high-damage characteristics typical in extreme
events. Here, as a typical expected-value approach, extreme events with a

low probability of occurrence are given the same proportiomal weight and
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importance (in the multiobjective commensurate process) regardless of their
potential catastrophic and irreversible impact. Yet it is a commonly
acknowledge fact that the outcome of a catastrophic accident that may cause
-5
10,000 deaths with a 1low frequency of 10 is neither perceived nor
accepted to be in the same category of more common accidents that occur

-1
with a much higher frequency of, say, 10 , but may cause the death of one

person each time.

Because of the diversity of risk problems that may arise and of the
tasks that need to be done, a general purpose method, even if it can be
developed, would be almost without content and, thus, will most likely be
useless. What is needed 1is therefore an ensemble of tools that
collectively span the whole spectrum of risk assessment and management
tasks for a particular problem encountered.

In the WSA problem, typical types of risk emphasized are financial
risks (cost overrun, budget cuts, schedule slippage, etc) and technical
risks (e.g., substandard performance, supportability, etc.). A possible
collection of tools that may be useful for developing a comprehensive WSA
risk assessment and management system will be identified subsequently.

2.3. What is Needed: An Integrated Methodological Framework

Weapon system development and acquisition, as a project, normally

evolves through various phases in the time dimension to complete its 1life

cycle. These phases include project initiation, conceptual exploration,
demonstration and validation, full-scale development, production and
deployment, and retirement. Each phase consists of many interrelated

activities and tasks to be performed, and a large number of interconnected
decisions to be made in an environment filled with different levels of
uncertainties. The program manager has the responsibility of making many

of these critical decisions and of managing the project to ensure efficient
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and effective progress toward completion.

To cope with the inherent complexity and multitide of wuncertainties,
there is clearly a need for an integrated and comprehensive decision aid
that will allow the program manager to make more informed decisions in a
timely and efficient manner. Such a decision aid should i) provide the
program manager a well-balanced picture of the project, ii) allow the
program manager to access various data bases quickly and conveniently and
iii) furnish an ample selection of decision/risk analysis tools that
collectively cover a wide variety of anticipated decision and risk
assessment situations. In response to such a need, we propose the
development and use of a decision support system (DSS). The general
philosophy and concept of DSS as well as its specific content suitable for
decision making, and risk assessment and management in weapon system
acquisition are dicussed in the next sectionm.

Since we perceive weapon system acquisition as a project and the
concerns of the program manager are planning, management and control of the
project, nétwork—based methodologies appear to be natural and logical
candidates to choose from.

Cursory inspection of a typical weapon system acquisition project
reveals that, despite its appearance, the program structure is far from
being rigid. The program 1is marked with considerable wuncertainties.
First, it contains a number of decision points whose outcomes cannot be
taken for granted. Activities succeeding these decision points which
operate under the assumption of getting favorable decision outcomes in the
present program plan, may need a back-up plan should a decision outcome be
otherwise. Some activities also have a probability of not being performed

in the present format due to the likelihood of unforeseen circumstances.
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This may necessitate consideration of alternative activities and
strategies. Network-based techniques that can handle less rigid structure
thus appear to be quite appropriate. Of these, GERT and VERT stand out as

they facilitate formal and comprehensive quantitative risk assessment in
terms of project time, cost and performance. SCERT, on the other hand,
furnishes opportunities to deal with risk aspects associated with other
factors, but mostly in a qualitative and less formal fashion. Moreover,
SCERT is still in a developmental stage, although preliminary versions have
been successfully applied to some large engineering problems.

The network-based techniques just mentioned mostly rely on simulation
to generate the magnitudes and associated statistics about project
completion data, project cost and performance. Except for SCERT, no
specific mechanism is provided to combine this information in an
appropriate way to aid the decision maker in making the final decisions.
This 1is where we envision such techniques as decision analysis and
multiobjective risk trade-off (discussed in Appendix B) playing a
significant role. Outputs from network-based procedures such as GERT or
VERT can be used as a basis for formulating appropriate risk measures which
can, in turn, be used for multiobjective risk trade-off analysis in the
same spirit as discussed in Appendix B.

With this preliminary impression of the weapon system acquisition, we
envision an interactive decision support package combining an appropriate
tool in the network class with one of the multiobjective risk trade-off
analysis tools (or decision analysis) as a potentially promising system to
satisfy the program office needs. Such a package should be developed so
that it i) is user-friendly, 1ii) has great flexibility and the capability
of handling a wide range of decision situations with respect to the weapon

system acquisition, 1iii) has a quick turn-around time so that an emergency



decision can be made, iv) 1is built on a modularity concept, where
components of the system can be modified or replaced without the need to
change the entire system, v) has the capability of handling the
hierarchical decision-making structure of the program office, and vi) hés
the capability of quantifying the impacts of ecisions made at time t = k
on the system at a later time, say t = k + n. The MMIAM, for example, is
a method well-suited to this purpose.

Although the packaging will be done in the form of a DSS, Figure 2.1
shows interrelationships of the DSS components along the large dimension

(e.g., logical steps).



2-8

Figure 2.1 A Procedural Framework for WSA Risk Assessment and Management

Identify
Nature, Types & Sources
[ of Risk & Uncertainty
_____,_\~<"—" S — — — - . __
r— — =
| Jools Available Qutcomes i
. |
.. WBS . Type: cost, schedule, performance |
Risk , - Group Process . Independent variables
Identification , - Collective inquiry aids . Random Factors ;
_______ - — e eoe — _ _+_Information _Level _ _ _ _ _ _ R
- |
[dentify and/or Formulate Iﬁh“ﬁﬁ
Risk Measures and Quantify Them |
_____\;-—-"‘ "\:-:.-‘""'\-- -
™ Tools Available Qutcomes }
"LwWes & Methods of Moments . Risk measures selected ;
; . Subjective Probability . Magnitude quantified
e Cross-impact analysis . Probability estimated [
Risk . Cost-estimating techniques !
Quantification ! . Variance Analysis I
! . Reliability Analysis |
" . TRACE & RISCA !
. Network Modeling and Analysis {
' . Probability, decision, event and |
: fault trees
L . PMRM_and WSIM _
Evaluate Alternatives
Based on Impacts of Risk
‘\_;__,4 [ _
™ Tools Available Outcomes T
{
. Network modeling & analysis . Pareto optimal set of a]ternativesl
: . Decision, event and fault trees . Trade-off analysis |
Risk . Bayesian decision analysis . Impact analysis
Evaluation ' . SWT for Multiobjective . Preferred alternatives identified
[ Trade-off analysis and prioritized |
i . MMIAM for Multiobjective Impact )
i_gainellysH's B ome B 0 . BERSSIESE N e B
—_— e e e ——— e — — e — e e e e
A4

r
Determination of Acceptgqble Risk Levels
And Risk Management

=0 [
r"ﬂ = Policy Analysis \~\‘1
Risk Acceptance | Congressional & Public Hearing )
and Management | Law & Regulations, etc. |
| TRACE & RISCA [
e B e RN, S PR



3. A Decision Support System for Weapon System Acquisition
Risk Management

In the previous section, we identified a decision support system (DSS)
as a logical choice for packaging various risk analysis modules into one
integrated system. Since it will play such a central role, we will now
describe the underlying philosophy and basic structure of a typical DSS.
Specific components of the WSA risk-assesment DSS that we envision will
then follow.

3.1 What is a DSS?

A decision support system (DSS) is an intelligent interactive man-
machine decision aid. It helps decision makers make more informed
decisions faster by allowing them 1) to get quickly access to multiple
data bases, and ii) to perform sophisticated data processing and system
analysis techniques with great speed, accuracy, and efficiency. The DSS
can also be tailored to the particular skills and needs of the user. This
quality of a DSS is particulary useful for the computer novice or people
who have little or no background concerning the technical nature of the
models or analyses utilized (e.g., network modeling and risk analysis) but
would greatly benefit from the information such models and analyses could
provide.

The DSS proposed here 1is envisioned as a tool to help improve
strategic, managerial, and operational decision making throughout the
weapon system acquisition process. This DSS will be tailored to all phases
of the acquisiton process and will possess the following attributes:

(i) ease of use--does not require expertise in the area of program
scheduling or risk assessment

(ii) produces output usable by the program manager

(iii) 1is tailored specifically for the Department of Defense (DOD)
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weapon system acquisition process

(iv)  integrates network creation, schedule management, risk
assessment, and trade-off and impact analyses

(v) is designed for use on microcomputers--i.e.. the IBM-XT

A prototype DSS with the above attributes has been developed in this

project. Its limited scope for the production and deployment phase can be
extended, however, to a DSS with a broader range of capabilities and wider
applicability to encompass all phases of the weapon system acquisition
process.

3.2 Why a Decision Support System?

Making decisions about large and complex problems is a difficult task.
Until récently, decisions concerning large-scale problems have mainly been
based on intuition coupled with experience, 1ingenuity, and value judgment
(possibly aided by verbal, but logical, reasoning), simple calculations,
and simple graphic devices, such as graphs and charts. However, in today's
society, as more and more demands are placed upon our normally limited
resources (from the combined effects of new societal needs and the rapid
advance of technology), it becomes obvious that more efficient and
effective decision-making approaches are needed. Two basic premises
underline modern-day decision making:

(1) The decision maker's wisdom and value judgment can never be

replaced by any completely mechanistic process.

(2) The decision maker will generally make a better decision if
he/she is well informed about relevant aspects of the systems
within which he/she is making decisions.

The first premise implies that whatever decision tools are employed

and whatever their sophistication, the decision maker(s) must still form an
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integral part of the decision-making process--at least in the final stage
of the process. The second premise, on the other hand, implies that before
an important decision is made, a system should be systematically analyzed
in sufficient detail that relevant results can be presented to the decision
maker. As the human mind has a limited capacity to process and comprehend
large amounts of information at any one time, careful selection of results
is needed to avoid overwhelming the decision maker with too much
information. Also, great care should be taken in the methods of presenting
the information. Furthermore, the «credibility and accuracy of all
information should be <constantly checked to avoid possible ill-fated
decisions.

To satisfy the above requirements, a good decision-making procedure
for large and complex problems should possess the following desirable
characteristics:

1) a good data base--to ensure credibility and accuracy

2) a fast, efficient, and comprehensive process of transforming data

into intelligent information--to ensure that various relevant
factors are properly taken into account

3) an effective mechanism for interacting with the decision maker

through a decision support system.

A DSS furnishes a means of achieving such goals while providing great
flexibility in utilizing data bases and models in a convenient and easy-to-
use format. In the context of the acquisition process, a well-designed DSS
would aid the program manager with all of the decisions he must make
throughout a program's duration. In particular, during the early phases of
the acquisition process (i.e., concept exploration and demonstration and

validation), program or process selection decisions are based on data at



3-4

the primitive level ({data-focus). During the final phases of the
acquisition process, the operating, planning, and management decisions are
based on more intelligent information, which 1is obtained by passing
primitive data through some analytical models (e.g., network models, trade-
off analyses, risk analyses, etc.). A properly designed DSS would allow
for this flexible wusage of various data bases and models according to
specific needs, with fast turn-around time, thus providing a convenient
mechanism for mixing the value elements and factual elements to help the PM
make decisions in the most effective way.

3.3 Components of a Decision Support System

Advances in DSSs have increased rapidly with the development of more
powerful and sophisticated mini- and micro-computers. These new computers
have allowed for improved interaction between the system and user and thus
providing greater power, flexibility, and ease of use of the DSS. From the
DSS user's point of view, these interaction capabilities between the system
and the wuser (i.e., the dialog component) encompass the entire system.
According to Bennett [1977] the dialog "experience' can be divided into
three parts:

(i) The action language--what the user ''can do'" in communicating with
the system. It includes such options as the keyboard, touch
panels, joy stick, voice command, mouse functions, and any other
inputting devices.

(ii) The display (or presentation) language--what the user 'sees."

The display language includes options such as type of character
or line printer, display screen, graphics, color capabilities,
ﬁlotter, audio capability, and any other outputting processes or
devices.

(iii) The knowledge base--what the user "must know.'"  The knowledge



base consists of all the things that the user needs to bring with
him to a session with the system in order to wuse the DSS
effectively.

Although the user only works with the dialog component (i.e., action
language, display language, and knowledge base), it is obvious that there
is more to a DSS then just this. A decision support system is a
combination of (i) optimization, simulation, and heuristic models (the
model base), (ii) an extensive data base, and (iii) an information
management system which handles the dialog between user, models, and data.
Figure 3.1 summarizes the relationships between these three components.

The model base can be considered to be the brains of the system. It
allows the user to retrieve, manipulate and evaluate the information
available to him through the data base. The data base not only contains
numerical information but can also contain functional relationships between
data items and other descriptive information about the problem at hand.
The capabilities of the management system include model base management
(MBM), data base management (DBM), and dialog generation and management
(DGM) . The DGM system (DGMS) provides the interactive interface between
the user and the system, which is what makes the DSS such a powerful tool
in decision making.

3.4 SS s a Packaging Tool for Risk Assesment and Management in WSA

In Section 1 of this report, we noted that a good risk assessment and
management decision aid should address the specific needs of the program
manager and each of his directorates and that the decision aid should also
be tailored to the quality and quantity of information available in each of
the acquisition phases. In order to aid the program manager and the

directorates in making program decisions, the decision aid should have the
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following capabilities (adapted from Ingalls, 1984b).

1)

2)

3)

&)

5)

Network generation capability--It should have an easy-to-use

process for network generation which requires a minimum of user

inputs. The network model should allow for easy tiering and
interaction of subnetworks--"hierarchical networking.” The
networks developed by the lower levels (i.e., the functional

specialists or directorates) should represent activities
controlled at the top-level of the network (i.e., by the program
manager).

Schedule management capability--It should be able to identify

the critical path, allow the user to update the program as it
proceeds, and allow the user to easily perform '"What if?"
exercizes by inputting changes and receiving feedback on schedule

impacts.

Risk identification capability--It should provide a systematic
procedure (possibly in the form of a work breakd;wn structure)
that will identify risks throughout the acquisition process.
Each directorate should have its own version of this, and the
decision aid should be able to compress the information from
these individual work breakdowns into a form useful to the
program manager.

Risk quantification capability--It should provide easy-to-use

procedures for quantifying risks. A number of different
procedures should be available (e.g., subjective probability
tools, cross-impact analysis, cost estimating techniques,

reliability analysis, etc.), each tailored to the quality and
quantity of the available information.

Risk evaluation capability--It should allow the user to easily




input uncertainty parameters into the network and estimate cost
and schedule risks for use by the program manager and each of his
directorates. It should also allow for analysis of system
performance risks and program failure risks through procedures
such as fault tree analysis, event tree analysis, Bayesian
decision analysis and an enhanced form of network analysis.

6) Risk management capability--It should help the decision maker

select an appropriate '"risky" plan of action through procedures
such as multiple-objective optimization <(e.g., the surrogate
worth trade-off method, Haimes et al. 1975), trade-off analysis,
and impact analysis (such as the multiple-objective multistage
impact analysis method of Gomide and Haimes, 1984).

A large number of tools and methodologies in the areas of network
creation, schedule management, risk assessment, and risk management are
curently available, These are summarized in Section 2 of this report.
However, 1in their current form, each of these tools and methodologies
suffers from a number of deficiencies:

1 difficult to wuse--designed for use by '"experts," or input

requirements are prohibitive

2) output not suitable for use by PO--must be translated by an

"expert'" before it is in a form that can be understood

3) designed for a different application--terminology and parameters

are inappropriate for weapon system acquisition risk management

4) do\not intgrate the six basic capabilities previously identified

5) cannot be wused on a microcomputer--designed for use on a

mainframe computer.

A well-designed decision support system would correct each of these
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deficiencies. In particular, by modifying and tailoring some of the
currently available programs (e.g., network models, SWT, PMRM, etc.) to
acquisition risk management needs, improving their wuser 1interaction
capabilities, and developing some additional risk tools (e.g., a modified
work breakdown structure), it would be possible to design a decision
support system that will work on a microcomputer with hard disk storage
(e.g., IBM-XT).

3.5. Examination of the Risk Assessment and Management DSS

The 1list of six desired capabilities for a risk assessment and
management decision support system given in Section 3.4 allows us to
identify a number of useful classes of tools to be included in the DSS:

1) extension of work breakdown structure and method of moments

2) subjective probability tools

3) cross-impact analysis

4) cost estimation techniques

5 heuristics, variance methods, charts and graphs

6) reliability analysis

7) network modeling and network analysis

8) analysis using the probability tree, decision tree, fault tree

and event tree

9) Bayesian decision analysis

10) multiple-objective optimization,, trade-off analysis and impact

analysis.

From the framework developed in Section 1 of this report, we
identified the phases in which each of these tools would probably be of the
most use and by whom. Tables 3.1 and 3.2 summarize these results and
provide the guielines for designing the DSS model base for the program

office and each of its directorates. The model base management system

1
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would select the appropriate tools and methodologies and tailor them to the
needs and specifications of each of the directorates and the program manager
during each of the phases of the acquisition program.

The data base ‘for the DSS would be composed of the hierarchical
networks, work breakdowns, and tree diagrams for each of the directorates.
The data base management system would coordinate the information sharing
between the directorates' and the program manager's data and would provide
the means to accomplish data consolidation for the higher 1levels 1in he
hierarchies (e.g., the program manager or the head of he directorate if a
directoate needs to be divided into subsystems for easier handling).

The dialog management system would provide all of the '"nice" features
of a good DSS, including:

1) color graphics capability

2) use of the "mouse" for input/output

3) hard copies for all graphs, charts, and diagrams

4) progress report and bar chart generation with user interaction

5) intelligent screen layout for data input

6) menu-driven subroutiﬂes for each of the directorates and the

program manager

7) help messages, error alerts, etc.

Each of the described components of the DSS for risk assessment and
management (See Figure 3.1) would be available on a microcomputer with hard
disk capability (e.g., IBM-XT) and written in a common high-order language
(e.g., Pascal or FORTRAN). A system with all of the capabilities we have
mentioned should be of great use throughout a weapon system acquisition
program.

In order to demonstrate a number of features that we envision for the
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larger DSS, we developed a limited prototpye (which could be utilized as a
module in the larger DSS) for use by the program manager during phases III
and IV of the acquisition process. A detailed description of this model

follows.

)
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The "Envisioned" DSS for the Entire Weapon System Aquisition Process




4, A Prototpye DSS for Project Risk Management

A common string that runs through all weapon systems development and
procurement programs is the need for project risk management. Project risk
management provides a program manager with an integrated package of
techniques that he can use in dealing with any unexpected changes in his
program plan. These techniques enable the program manager to develop a
revised program plan by adjusting aspects of the scheduling aqd funding of
the full-scale development, production, and deployment phases of the
program. Such a plan must be able to meet certain constraints and
objectives in an optimal manner. These tools also help to quantify the
elements of risk associated with a program and present them in a clear and
logical manner, improving the program manager's ability to deal with risk
as 1t arises during a program. By integrating these techniques into the
framework of a microcomputer-based decision support system (DSS), the
program manager is provided with a user friendly, interactive mode for
using the Project Risk-Management Module. Now that the requirements of
such a system have been touched upon, it is time to identify the problem
that the program manager faces.

4.1 Problems and Risks in Program Planning and Management

The program manager (PM) is ultimately responsible for all technical and
business decisions associated with his program. Although the PM wusually
assigns functional specialists to deal with specific tasks, it is still his
responsibility to integrate and coordinate their efforts. Some basic needs
that are essential to successful program management include (Huffman
[1981]): '

a teamwork relationship within the program office

an in-depth understanding of all the program objectives
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program plans which are well prepared and highly visible
.. accurate and timely information concerning actuai
progress or planned work
notation and evaluation whenever the plan makes a deviation
from what actually happens
determination and implementation of corrective action
based upon trade-off judgements
follow-up on corrective action
friends, not enemies, for the program
These needs along with other requirements will be addressed later in terms
of the Project Risk-Management Module.
A development program can be characterized by a combination of

interdependent activities involving production as well as research and

development. Some of the general activities present in most weapon systems
programs include (from Ingalls, 1984a) hardware development, software
development, software validation and verification, logistics planning,

producibility engineering planning (PEP), facility start-up, long-lead
material acquisition, systems production, 1initial spares production,
training equipment production, and technical documentation. Each of these
activities have specific difficulties, but some general aspects can be
summarized in terms of scheduling and funding uncertainties. These
uncertainties introduce risk into the procurement process. Other
complications can arise because the program must be accbmplished within the
limited amount of funds available and because certain of its activities
must be done in a prespecified order. These requirements place constraints
on the program and impede the attainment of certain predetermined
objectives.

When a weapon systems program is in the planning and proposal

A



phase of development, planners must set some schedule and cost estimates
for each activity involved with the program. However, while these plans
are being developed, trade-offs exist between the need to make the program
appealing and the desire to cover all possible events. In other words,
planners would like to inflate their estimates in order to ensure that the
program will come in on time and within the budget, but the added funding
and time requirements may jeopardize the program's viability. Thus, the

proposal that is submitted for approval is usually a compilation of most

likely schedule and funding estimates. Once a program has been approved
and a full-scale development has begun, many risk factors can affect the
ability of the program to meet its constraint levels and objectives. They

include risk of immature design, software risk, changes in the production
rate, and inadequacies in facility start-up funds, 1long-lead funds,
logistics support and system availability. A summary (from Ingalls, 1984a)
of the causes of these factors and their effects on a program can be found
in Appendix C.

4.2 OBJECTIVES AND TOOLS IN PROJECT PLANNING

Now that the problems facing a PM have been specified, it is time to
take a look at the management objectives. First, we must realize that over
the course of a program there are many specific objectives related to
individual activities and time frames. However, they can be quantified in
terms of three general objectives which can be minimized. First, the
risk of cost overruns measured in dollars per unit should be minimized.
Second, the risk of schedule delays measured in '"shortages'" should be
minimized. Finally, the risk of element failure measured in performance
levels of the system should be minimized. The importance of these

objectives is realized when a program is being reviewed for further
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funding. The Congress, as well as the media, view uncontrolled cost
growth, schedule slippage, and low performance levels as signs of program
failure. This may lead to termination of the program, especially in the

case of controversial programs. Therefore, 1in order for a program to be
successful, the PM must be able to keep the objectives under control.
Although the structure of a program plan is usually inflexible, there
are certain procedures that the PM can use to help control his objective
values. These procedures include better estimation and management methods,

expansion of constraints, manipulation of decision variables, and trade-off

analysis. Some of these tools will rarely be valuable to most programs.
For instance, there will be a limit on better estimation and management
methods available to a well-planned program. Also, constraint expansion

involves the increase of available funds, which is considered to be the
"last resort' approach to solving problems. This leaves the manipulation of
variables and trade-off analysis as the most promising tools for project
risk management.

Manipulation of variables involves certain key decision variables that
deal with the budgeting and scheduling of individual activities. One of
these tools involves stretching (or compressing) the cost of an activity
over time. Essentially, this action will determine the level of intensity
of an activity and directly affect the program funding requirements and
completion time. Another tool uses scheduling variables and involves the
starting dates of the activities. By postponing (or moving ahead) the
starting dates of certain activities, the PM has the ability to move
certain funding requirements into different time periods. Again, this
action will help the PM meet his constraint levels at the cost of some
schedule slippage. Up to this point, there has been no mention of the

performance objective. However, there is one tool that affects the
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performance of a program and it involves the production rate. By changing
the production rate, the PM is able to meet funding constraints; however,
this change can affect the unit cost of each item as well as the ability of
the program to meet production levels. For some programs, failure to meet
production levels may affect the national defense and degrade performance
levels.

Methodologies for trade-off analysis allow decision makers involved
with a multiple-criteria decision-making problem to arrive at a preferred
solution. The PM may be able to define several feasible solutions with
several sets of objective values. There will also be trade-offs associated
with each sét of objective values that describe how a change in one
objective affects the other objectives. The use of the surrogate worth
trade-off (SWT) method along with this information helps to quantify the
decision maker's preferences. The results obtained from this analysis will
be feasible, optimal (if enough functional information is known to allow
for the use of optimization techniques), and preferred, in the eyes of the
PM.

4.3 CONSTRAINTS AND COMPLICATIONS IN PROGRAM PLANNING

The previous set of project risk-management tools may have seemed to

be all-powerful, but some factors exist that limit their effectiveness.
These limiting factors involve constraints and uncertainties. First of
all, four major constraints exist in most procurement problems: the amount

of funds available to the program per year, the total amount of funds
allocated to each activity, certain production schedules that must be met,
and precedence relationships that may exist between activities (i.e.,
certain activities cannot start until others are finished). The budget and
production constraints are usually set when a program has been approved.

However, the DOD 1is apt to change them over the course of the program.
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The scheduling constraints come about because of the dependence that exists
between certain activities. Furthermore, the presence of uncertain system
parameters introduces risk into the procurement process. These risks occur
because random variables are found in the process. In general, these
random variables represent the duration of activities, the cost of
activities, and the quality or performance of activities along with future
budget uncertainties. Specifically, they can involve software errors,
production rates, maintainability, wusability, and supportability. The
quantification of these random distributions in terms of variables and
parameters of the program is an important part in the development of a DSS.
The accuracy with which these and other functional relationships are
developed will have a direct impact on the acceptance and reliability of
the results generated during the decision process. The handling of these
constraints and risks will be detailed in the description of our prototype
DSS.

4.4 A DSS for PM's Problems

The PM's need for a DSS should be evident. His responsibilities have
become far too extensive and important to be neglected in our approach.
The main purpose of the program office is to collect and analyze all
information relevant to the program's management and completion. The DSS
we have developed for this purpose addresses many of the needs and
requirements of the PM. Some of them include

the ability to handle risk issues

the ability to deal with multiple objectives

the ability to optimize a program plan

the ability to provide high visibility of the program plans

identification of areas of concern and impending trouble
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ease of use by a nontechnical experts.
Figure 4.1 presents the specific components we have used in our analysis.

As described earlier, a DSS is comprised of, a data base, a model
base, and a wuser interface. The data base should include objectives,
constraints, time-cost relationships, and variable values. Functional
relationships 1in a generic form should be present in the data base and,
after specific problem identification, the specific parameters can be input
into the generic forms during network model development. Our model base
includes the program evaluation and review technique (PERT) for network
analysis, the PMRM for quantifying risk, an optimization package for
generating Pareto optimal solutions, the SWT method for determining a
preferred solution, and the MMIAM for impact analysis. A detailed descrip-
tion of each of these components can be found in Appendix D. . The project
risk-management module in our system is in effect a combination of PERT and
the PMRM used to deal with development and production activities.

The interfacing techniques that are used in our prototype take
advantage of the latest technologies. The wuse of the ''mouse" and
intelligent screen layouts makes the DSS very user-friendly. After initial
network modeling,. the input routines require little or no specialized
knowledge of network analysis and only basic knowledge of the program
activities. The output generated during network and risk analysis is
presented as one screen in the form of a bar chart of program activities
with attached risk and objective function values. There are also
additional menues that can be accessed in order to look at more detailed
risk or trade-off information.

4.5 EXAMPLE PROBLEM

In order to develop our prototype, we had to identify a specific

problem of the sort that the PM must often face. We opted for a class
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exercise from a risk management workshop provided to us by Dr. Ted Ingalls
of the Defense Systems Management College at Fort Belvoir, Virginia. The
problem statement follows.

PROBLEM (Refer to Figure 4.2)

Your service is undergoing a budget cut. Because you have had some
development test problems (although you believe you have now made the
necessary fixes) and because you are not yet "locked-into" a production
program, your program 1is a prime candidate for being cut. You must
identify the impacts of giving up $50M in FY 86 (then-year $). The funds
may come from R & D or production. You also must proviée profile that will
give up $500M over the next 5 years of the POM. At 1330 today, you must
make a presentation that provides the following:

(1) your revised program plan (schedule and budget) identifying where

the cuts will be taken

(2) the risks associated with each element cut, along with the risk-

handling techniques you 1intend to use for each element to
mitigate these risks

SOLUTION APPROACH

The 1limited time horizon and budget of this project necessarily
constrained the scope of the developed prototype DSS. For instance, only
one risk factor-- change in production rate--is included in the analysis.
Also, because of a lack of information, we were not able to develop
suitable time-cost relationships to allow us to use optimization and the
SWT method in our prototype. Currently, it relies on the PM's expertise to
optimize the solution. However, the DSS will help to identify feasible
solutions with which the PM can work. Specifically, it is aimed at

providing a revised program plan, due to a budget cut, that takes risks
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into account. After the data base has been expanded and functional
relationships developed, the DSS will be able to identify Pareto optimal
solutions on its own. Although the data base is limited, the contents and
structure of the model base and interfacing methods provide our prototype
with some interesting and novel approaches to solving the project risk-
management problem.

4.6 Analysis of Components

This section will analyze the specific methods, techniques and
functions that were actually implemented in our prototype DSS to solve the
example problem. The prototype DSS does not include all of the pertinent
components, and the functional relationships are somewhat simplistic.
However, it represents the capabilities and efficacies of such a decision
support system.

4.6.1 VNetwork Analysis

The PERT component constitutes the foundation upon which the entire
prototype is, built. The capabilities of PERT allow the organization,

management, and quantification of information needed 1in project risk-

management.
During the development of this component, we have made some
adaptations that distinguish our approach from standard packages. These

adaptations and general assumptions will be discussed in terms of the
following basic steps:

the input of schedule and cost information

network modeling

critical path analysis

distribution of expected completion time

The first criterion that PERT must satisfy is the ability to deal with



4-10

the uncertainties involved with development and production activities.
PERT handles these uncertainties by assuming a beta distribution of each
activity's duration time. In order to develop these distributions, PERT
requires that three time estimates be obtained. The user must provide for

each activity estimates of

a = the optimistic time--execution goes extremely well
b = the pessimistic time~-everything goes badly
m = the most likely time--execution goes as expected

We also require that planned budgets must be given for each activity in our
analysis, and they will be specified at the same time as a, b, and m. The
values we use in our specific example can be found in Table 4.1.

The first adaptation we made to the PERT procedure may significantly
improve the wuse of network analysis techniques. By wusing a different
method of Sorting, the computer is able to generate the network model from
a set of simple precedence relationships. This makes our system valuable
to a user with little knowledge of networking techniques. We have set the
following precedences for our example,

HARD < PEP, LLFD, FCSU

SOFT < PEP, SWVV

PEP < INSP, TNEQ, TDOC

DTOT < INSP, TNEQ, TDOC
This is a significant advantage because the user does not have to develop a
network diagram: the computer can generate it. The diagram developed
for our example can be found in Figure 4. 3.

The next step in the network analysis procedure is the calculation of
a critical path. The critical path modeling (CPM) procedure identifies the

sequence of connected activities that require the most time to complete. A
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detailed description of this process can be found in the appendix. This
path represents the activities that the PM must emphasize. We have also
developed a method for accounting for the variance present in each activity
when specifiying the critical path. This method produces a criticality
index for each possible path a program could follow. The PM can use the
indexes to identify other activities that may not be on the critical path
but deserve to be watched carefully. The results for our example can be
found in Table 4.2.

The final task which the PERT component accomplishes is the

quantification of a probability density function for program completion

time. The procedure for the development of this function is quite
straightforward. The overall distribution is assumed to be normal, with a
mean of M and a standard deviation of o. The analytical probability

density function for a normal distribution is

_(x-“)g
£ (x) = (1/ g/ 2me 202

In order to quantify this function, we must first identify the mean program
duration ( M) and its standard deviation ( o). These values can be
determined from the activities in the critical path:

For our example

U 57.01 months

3]

o 5.76 months
These values are then inserted into the probability density function, which
is used along with the duration times and expected-value concepts in the

PMRM to quantify the risks.

4.6.2 Functional Relationships
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In assessing relationships for our example problem, we were able to
quantify two objective functions:

£1(*) = cost overruns (unit cost)

(%) schedule delays ("shortages")
We have already explained how PERT develops the distribution of £, (*), so
we will now outline the process we used to develop the distribution of

£1(%).

First, we identified the key variables that are involved with the unit

ost as:
. Example Values
x1 = length of facility start-up activities 8
X9 = length of long-lead activities 7
Months
x3 = length of PEP activities 10
a = production rate 100
E = contractor experience 5 Years
D = Direct production funds per unit 1.91
Million dollars
F = manufacturers fixed costs 100

We then made the following assumptions:

1) The production rate ( o) can be expressed as a random variable
distributed normally with mean p and standard deviation ¢ .

2) u 1is the planned production rate and ¢ is a function of x;, x,,
X 35 and E.

3) olxq, x9, x3, E) = 10/x;+ 10/x, + 200/x5 + 300/E, So, for
our example values, o = 16.68.

4) The unit cost is inversely proportional to a. Therefore, we
define

£1(*) = 1.91 + F/a
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4.6.3 Partitioned Multiobjective Risk (PMRM) Analysis

The PMRM provides our DSS with the ability to quantify and represent
risks 1in a logical and detailed manner. Although we only deal with one
random variable here, the PMRM can be used for all the areas of risk
present in the procurement problem. The general steps that are involved
in the PMRM are (Asbeck and Haimes [1984]):

1) Find probability density functions.

2) Partition the probability axis to provide a

fuller risk description.
3) Map the probability partitions onto the
objective value axis.
4) Find conditional expectation values for
each partition.
5) Generate functional relationships between
conditional expectations and policy choices.
6) Use optimization and the SWT method to generate
Pareto optimal solutions and a preferred solution.
In the development of our prototype we were not able to complete steps 5
and 6. However, steps 1l to 4 are discussed here in the context of both
objective functions. Also, details on the entire procedure can be found in
the appendix.

For our example problem we were able to apply the PMRM by using an
analytical probability density function. As described in the previous
sections, we used normal distributions for both functions. When more risk
factors and random variables are included in the anélysis, random
generation and Monte Carlo simulation techniques must be used to develop

probability density functions.
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Partitioning of the probability axis is intended to provide the wuser
with a more complete view of the distribution of risk. The partitions
separate optimistic, pessimistic and middle-of-the-road values and
represent them as additional objective values to be minimized. 1In general,
if these ranges are bounded by py + g, the optimistic and pessimistic ranges
will each contain 15.9% of the values and the middle-of-the-road range will
contain 68.2% of the values. In particular, the completion time ranges
will be bounded as follows:

0 to u-ocwill contain the optimistic completion times;

p-c to p+o will contain the middle-of-the-road completion time;

p +0 to ©» will contain the pessimistic completion time;
where U and o are unique to the current schedule.

The final step in the PMRM procedure, for our purposes, 1is the

calculation of the conditional expectations for each partitiom. First, we
have to define the low, medium and high value partitions as D; , D, , and
D 3. We now define the expected value within partition D as a conditional
expectation
b
;-xp(x)dx
EIX/Dil = s

g'p(x)dx

where a is the lower bound of D; and b is the upper bound. The function

p(x) is the probability density funtion and x represents the objective
function values. The conditional expectations along with the overall
expected value of each objective can now be presented to the decision maker
for each alternative. The advantage the PMRM has over other risk
assessment methods 1is its ability to represent the impacts that policies

may have on the extreme and most probable cases along with the overall
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impact. The results of our analysis can be found in Figure 4.4.

4.7 Discussion of Use
The prototype DSS we have developed meets most of the requirements
that were identified earlier. In particular, the system combines two very
powerful elements, PERT and PMRM, to form the Project Risk Management
Module. The capabilities that this module provides to the program office
include
the ability to handle risk
the simplifiction of replanning and rescheduling
high visibility of program plans
identification of areas of concern
comparison between alternatives
The most important aspect of our DSS, however, is the ease with which these
complicated components may be used. The only technical requirement put on
the user 1is the ability to identify schedule and cost estimates for each
activity along with the activities that immediately follow one another.
A 1list of géneral steps that will summarize the use of our system
include the following:
1) Enter schedule and cost estimates along with
. precedence relationships for each activity
2) Ent;r funding constraints for each of the
next 5 years
3) Enter planned production rates for the years
that involve production
The DSS will then develop a network model, define the criticality of
possible critical paths, and quantify, partition and evaluate the objective

functions for an initial program plan. The following information will be



available onscsreen:
* a network model with the critical path highlighted

* the next five years of the current program plan, represented as a

bar chart
* the current objective values, displayed along the border of the
bar chart
* any vyearly funding constraints that have been violated--these
will flash at the bottom of the screen.
After examining the DSS-supplied information, the user will be in a
position to proceed with the next steps:
4) Find the feasible plan. A '"mouse" will be available to carry out
the following options:
move an activity
stretch an activity
change a production rate
change a constraint
5) When a feasible plan is found, recalculate the objective values
to reflect the risks involved.
6) The user can repeat steps 4 and 5 to investigate
different options in order to generate the alternatives
open to him.
7) The user can then present the different alternatives
he was able to generate along with his recommendation

to DOD for approval.

4.8 Results and Extensions

In 1its current form, our prototype DSS can provide the PM with many

valuable results. First of all, the user interface is "friendly'" and lends
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itself to simple use by non-experts. Second, our system provides a risk
quantification method which «can deal with the complex risks and

interdependicies 1involved with weapon systems development and production.

Finally, it provides the PM with a unique way of generating alternative
program plans along with the assoicated risks. However, this system 1is
only a step in the right direction. By extending and improving upon this

basic approach our prototype will evolve into a much more complete tool for
program management. Some of the features we foresee include
1) generation of Pareto optimal program plans and
trade-off analysis to determine the preferred plan
2) more detailed handling of all areas of risk and
uncertainty
3) impact analysis to determine the future effects
of current trends and decisions
4) integration of the performance ojective in
the formulation
5) report generation and other management aids
6) resource allocation
Most of the work associated with these improvements will involve the
research and quantification of the many functional relationships and

interdependencies present in the procurement process.
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Activity Name Budget Optimistic Likely Pessimistic
Hardware Development HARD 50 9 14 23
DT/OT DTOT 10 11 17 28
PEP PEP 20 7 10 17
Software Development SOFT 40 9 13 22

Software V & V SWVV 60 14 21 35
Logistics LOGS 35 22 33 55
Initial Spares INSP 200 11 16 27
Training Equipment TNEQ 105 20 30 50
Tech. Documentation TDOC 30 12 18 30
Facility Start-Up FCSU 100 5 8 13
Long-Lead Fund LLFD 40 5 7 12

Millions Months Months Months
Table 4.1. Time Estimates for Activities

81-%
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Activity from To Mean variance Eartiest {atest Total
Node Node Start finish Start Finish Float
HARO 1 3 14.67 5.44 0 14 0 14 0
oro1 ! 4 17.83 8.03 0 17 7 24 7
SOFT 1 2 13.83 4.69 0 13 1 14 1
LOGS 1 5 34.83 30.25 0 33 21 54 21
SHYY 2 5 22.17 12.2% 13 14 33 54 20
NULL 2 3 0 0 13 46 14 14 1
FCSU 3 6 8.33 1.78 14 47 46 54 32
LLFO 3 6 7.50 1.36 14 14 4 54 33
PEP 3 4 10.67 2.18 14 .38 14 24 0
INSP 4 5 17.00 7.1 24 24 i 38 54 14
TNEQ 4 ) 31.67 25.00 24 24 24 54 0
100C 4 ) 19.00 9.00 24 36 36 54 12
NULL 4 6 0 0 24 54 54 54 30
Criticality Index
Path C.L
HARD, PEP, TNEQ 1.0
SOFT, PEP, TNEQ 0.981
HARD, FCSU, TNEQ 0.965
HARD, LLFD, TNEQ 0.951
DTOT, TNEQ 0.931

Table 4.2. Critical Path Analysis

free
Float

Critical
Path
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Problem
Identification
Variable Function Distribution
Identification Identification Identification
Network Model Development
Network Analysis
Risk/Project Management
PMRM
Analysis

Generate Pareto Optimal Solution%

SWT Method

Impact Analysis

Computer Based

Flow Chart of Prototpye DSS

Figure 4.1
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For Completion Time

Optimistic
E{X/Opt] = 47.96

For Unit Cost

[]
25 62.77
Mid-of-Road Pessimistic

E{X/Mid] = §7.21 E[X/Pes] = 65.26
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Figure 4. 4. Computational Results for
PMRM Analysis
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APPENDIX A

The Acquisition Process

In general, the weapons systems acquisition process comsists of an
initiation phase followed by four major phases: concept exploration,
demonstration and validation, full scale development, and production and
deployment (see Figure A. 1). A program begins when one of the major
commands identifies the need for a weapons system. The process officially
begins when a major command issues a Statement of Operational Need (soN)
for review by the AFSC and AFLC, thus entering the initiation phase.

During the 1initiation phase the AFSC and AFLC personnel assess the
technology and constraints which are required to satisfy the needs,
identify known solution candidates, and estimate necessary resources for
need satisfaction. They send the SON plus their comments to HQ USAF for
review and validation. If the Secretary of Defense (SECDEF) (or the Air
staff for small programs) approves the program, the concept exploration
phase begins. Although the program has been officially approved, it still
must competé with other needs in <ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>